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Introduction

One of the main goals of molecular simulation is to establish
a link between conformational molecular behaviour, which
is often evasive to experimental probes, and thermodynamic
properties. The use of appropriate molecular models, force
fields and molecular simulation techniques has already
become standard for the interpretation, and in some cases
prediction or validation, of experimental data.[1]

The state of a molecular system is characterised by ther-
modynamic quantities, such as, for example, in the NPT en-
semble, volume, enthalpy, heat capacity, entropy and, in par-
ticular, free enthalpy. The temperature dependence of these
quantities may be investigated, as demonstrated herein,

through the analysis of molecular dynamics (MD) simula-
tion trajectories at a range of temperatures by using simple
thermodynamic equations that relate the enthalpy of a
system with its heat capacity, entropy and free enthalpy.
This type of analysis can be used, for example, to relate cal-
orimetric data to atomic-resolution molecular motion.

The thermodynamic analysis proposed is illustrated by
studying the properties of a b-heptapeptide in methanol
(Figure 1).[2,3] b-Peptides are peptides composed of b-amino
acids, that is, H2N-CbR-CaR’-COOH. Small b-peptides of as
few as six amino acid residues fold into turns, helices, and
sheetlike structures that are analogous to the secondary
structures of proteins. In addition, these compounds are re-
sistant to degradation by most common peptidases and pro-
teases. These two properties have made them attractive tar-
gets for pharmaceutical developments (see reference [4] for
a comprehensive review of b-peptides and their applica-
tions). The b-heptapeptide of interest primarily populates an
(M)-314-helical conformation in methanol at 298 K and
1 atm.[2] We performed seven 0.4 ms MD simulations of a
model system that consisted of the b-heptapeptide and sol-
vent (methanol) in a periodic cuboidal box under constant
pressure (1 atm) and temperature (298, 310, 320, 330, 340,
350 and 360 K, respectively). In these simulations, the pep-
tide undergoes multiple transitions between two generic
conformational states, folded ((M)-314-helix) and unfolded
(heterogeneous conformational state grouping all other con-
formations), in an equilibrium that is temperature depen-
dent. This enables the calculation of the temperature de-
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pendence of changes in volume, enthalpy, heat capacity, en-
tropy, and free enthalpy associated with the folding process.

Theoretical background

G/T differences from temperature integration : The Gibbs–
Helmholtz equation states that at a constant number of par-
ticles (N) and pressure (p), if the enthalpy (H) of the system
is known, then the temperature dependence of the free en-
thalpy (G) divided by the temperature (T) is also known
[Eq. (1)].[5] Equation (1) can also be rewritten as Equa-
tion (2) and the enthalpy is given by Equation (3), in which
U is the internal energy and V is the volume:

�
@ðG=TÞ
@T

�
p
¼ � H

T2 ð1Þ

�
@ðG=TÞ
@ð1=TÞ

�
p
¼ H ð2Þ

H ¼ UþpV ð3Þ

When using MD simulations at constant pressure, the en-
thalpy of the system may be expressed as an ensemble or
time average, as shown in Equation (4):

H ¼ hhiNpTþphViNpT ¼ hEVþEKiNpTþphViNpT ð4Þ

in which h is the Hamiltonian of the system, EV is the po-
tential energy and EK is the kinetic energy. The subindex on
the angular brackets indicates the statistical ensemble at
which the configurations of the system are generated. Inte-
grating Equation (2) between 1/T1 and 1/T2 gives Equa-
tion (5):

GT2

T2
�G

T1

T1
¼
Z1=T2

1=T1

Hdð1=TÞ ð5Þ

The enthalpy (H) can be computed from MD simulations at
a number of temperatures between T1 and T2 and the inte-
gral can be then solved numerically.

The Gibbs–Helmholtz equation can be also applied to
changes in the state of the system. When the system evolves
from state A to state B, the associated change in free enthal-
py is defined by Equation (6). The corresponding change in
enthalpy is given by Equation (7) and the Gibbs–Helmholtz
equation can be then defined by Equation (8):

DGBA ¼ GB�GA ð6Þ

DHBA ¼ HB�HA ð7Þ
�
@ðDGBA=TÞ
@ð1=TÞ

�
p
¼ DHBA ð8Þ

Integrating Equation (8) between 1/T1 and 1/T2 gives
Equation (9):

DGT2
BA

T2
�DGT1

BA

T1
¼
Z1=T2

1=T1

DHBAdð1=TÞ ð9Þ

Equations (5) and (9) can also be derived from the statis-
tical mechanical definition of free enthalpy.[6]

G/T differences from probabilities : If A and B are two states
in equilibrium, then the relationship between DGBA and the
equilibrium constant KBA is given by Equation (10) in which
R is the gas constant and the equilibrium constant is defined
by Equation (11).

DGBA

T
¼ �RlnKBA ð10Þ

KBA ¼
PB

PA
ð11Þ

PA and PB are the probabilities of finding the system in
states A and B, respectively. The probabilities can be esti-
mated from the time spent in each state in equilibrium MD
simulations that feature sufficient transitions between the
two states. From Equation (10) it follows that Equation (12)
can be derived, which can be numerically compared with
Equation (9).

Figure 1. A) Structural formula of the b-heptapeptide studied. In the sim-
ulations both end groups were protonated, in accordance with previous
studies and experimental data.[2,3,10] B) The NMR spectroscopy model
structure in methanol at 298 K and 1 atm.[2]
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S differences from temperature integration : The entropy (S)
of a system at temperature T2 can be calculated from knowl-
edge of its entropy at temperature T1 and the heat required
to change the temperature from T1 to T2 at constant pres-
sure,[5] as shown in Equation (13) in which Cp is the heat ca-
pacity at constant pressure [Eq. (14)].

ST2�ST1 ¼
ZT2

T1

Cp

T
dT ð13Þ

Cp ¼
�
@H
@T

�
p

ð14Þ

If the heat capacity of the system is constant in the inter-
vals (Ta,Tb)2 ACHTUNGTRENNUNG[T1,T2] and (Tb,Tc)2 ACHTUNGTRENNUNG[T1,T2], then we can
derive Equations (15) and (16).
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By using MD simulations, the heat capacity can be com-
puted with Equation (16) at a number of temperatures be-
tween T1 and T2, and the integral in Equation (13) can then
be solved numerically.

When using Equations (4), (5) and (13), numerical errors
due to numerical integration or to the approximation used
for the heat capacity, can be evaluated with the relationship
derived from the classical definition of free enthalpy, shown
in Equation (17):
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T2
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T1
¼ HT2

T2
�H

T1

T1
�ðST2�ST1Þ ð17Þ

Equation (13) can be also used to analyse the effect of a
temperature change on the relative entropies of states A
and B of a system. The entropy difference between states A
and B is defined by Equation (18) and the corresponding
heat capacity difference is given by Equation (19).

DSBA ¼ SB�SA ð18Þ

DCpBA
¼ CpB

�CpA
ð19Þ

The change in the relative entropies of states A and B
due to changing the temperature from T1 to T2 is then given
by Equation (20):

DST2
BA�DST1

BA ¼
ZT2

T1

DCpBA

T
dT ð20Þ

Results and Discussion

System thermodynamics : Basic thermodynamic quantities
are given in Table 1. Calculating error bars on these quanti-
ties in a realistic way is difficult. Statistical errors on the

data set are small and do not take into account the most sig-
nificant source of error, that is, incomplete sampling of the
accessible configurational space or sampling with non-con-
verged weights. In addition to error estimates, we show the
evolution of the enthalpy along the last 0.3 ms of simulation
(Figure 2). Clearly, in the last 0.2 ms the enthalpy of the
system varies by less than 2 kJmol�1 at all temperatures.
Table 1 shows that the enthalpy of the system increases with
increasing temperature in an almost linear manner (very
slightly quadratic, see Figure S3 in the Supporting Informa-
tion) for the given temperature range.

Table 1. Absolute thermodynamic quantities.[a]

hTi [K] hpi [kJmol�1 nm�3] hVi [nm3] H
dH [kJmol�1]

297.8 0.058 62.0 �29228
0.6
309.6 0.056 63.0 �28201
0.8
319.6 0.060 63.9 �27327
1.0
329.5 0.058 64.8 �26438
0.8
339.5 0.058 65.7 �25534
0.9
349.5 0.061 66.8 �24617
0.9
359.5 0.062 67.9 �23685
0.8

[a] The averages are given over 4L106 time points (1 per 0.1 ps). The en-
thalpy has been calculated by using Equation (4). Because hpi should be
the same for all simulations, the average over the seven values
(0.059 kJmol�1 nm�3) has been used to calculate the enthalpy. Note that
1 atm=0.061 kJmol�1nm�3. The calculation of the errors is described in
the Experimental Section.

Figure 2. Variation of the enthalpy of the system in the last 0.3 ms of the
simulations at 298 (*), 310 (&), 320 (^), 330 (~), 340 (*), 350 (&) and
360 K (^). DH(t’)=H(t’)�H(t=0.1 ms), in which H(t’) is calculated by
using Equation (4) and the data from the time interval 0 to t’.
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By using Equation (5) (integration of the curve in Fig-
ure S3 in the Supporting Information from right to left) the
relationship between the free enthalpy of the system and
the temperature can be investigated, for example, (G360/
360 K)�(G298/298 K)=15.4 kJmol�1K�1 and (G350/
350 K)�(G310/310 K)=9.8 kJmol�1K�1. As expected, the
free enthalpy of the system per kelvin increases with in-
creasing temperature. Note that the values of these differen-
ces do not change when calculated over only the first 0.2 ms.

By using Equation (16), the heat capacity of the system at
310, 320, 330, 340 and 350 K can be estimated. The heat ca-
pacity per kelvin is plotted in Figure 3 as a function of tem-
perature. The integration of this curve gives an entropy dif-

ference of S350�S310 =

10.9 kJmol�1K�1. Thus, as
common sense would suggest,
the entropy of the system in-
creases with increasing temper-
ature. Again the value of this
difference does not change
when calculated over only the
first 0.2 ms.

Do the differences obtained
for free enthalpy, enthalpy and
entropy conform to Equa-
tion (17) in the temperature in-
terval 310�350 K? The answer
to this numerical check is yes
(9.8=20.7–10.9), which indi-
cates that the approximation
used for the calculation of the
heat capacity of the system is
valid in this range.

Folding thermodynamics : As
mentioned in the Theoretical
background section, the same
type of formulae can be used

to study peptide-folding thermodynamics. The atom-posi-
tional root-mean-square differences (RMSD) between pep-
tide structures taken at 0.5 ps intervals from the simulation
and the NMR spectroscopy model structure are shown in
Figure 4. Clearly, multiple events of unfolding and refolding
exist at each temperature (see the Experimental Section for
the criterion used to distinguish between the folded (F) and
unfolded (U) peptide structures). This is an essential condi-
tion for the present analysis. After all (saved) configurations
of the system were classified as F (the peptide in the (M)-
314-helical conformation) or U, the differences in Table 2
could be calculated. As an indication of numerical precision
(i.e., not accuracy), in addition to estimated errors given in
Table 2, the evolutions in the last 0.3 ms of the simulation of
DhViFU and DHFU are shown in Figure 5. Intriguingly, the
volume of the system seems to be very slightly, but also sys-
tematically, larger for the folded state than for the unfolded
state (Table 2). Figure 5A shows that the sign of this differ-
ence is indeed significant (fluctuations in the last 0.2 ms are
lower than 0.005 nm3). This suggests that the solvent-exclud-
ed volume is very slightly larger in the folded state, which
corresponds to a more compact average structure of the
peptide. A clear example comes from the comparison of an
extended and a helical confomer. Whereas in an extended
conformation the peptide is fully accessible to the solvent,
the helical conformation has a cylindrical solvent-inaccessi-
ble core. A similar observation has been made for a-pep-
tides adopting an a-helical fold in aqueous solution.[7] A re-
markable conclusion from Table 2 is that, within this tem-
perature range, enthalpy is more favourable for folding at
the higher temperatures. This property, which might appear
surprising at first sight, has also been observed experimen-

Figure 3. Heat capacity of the system at constant pressure per kelvin as a
function of temperature. Error bars are smaller than the circles.

Figure 4. Atom-positional RMSD between peptide structures taken at 0.5 ps intervals from the simulation and
the helical NMR spectroscopy model structure. Translational and rotational least-squares fitting and RMSD
calculation were based on all peptide groups (O-C-N-H atoms) and the Cb and Ca atoms of residues 2 to 5.
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tally in relation to protein folding in aqueous solution.[8] It
means that the average gain in interaction energy upon fold-
ing (the kinetic energy must be on average the same for the
folded and unfolded states) increases as the temperature in-
creases. This implies that the loss of interaction energy with
increasing temperature is faster for the unfolded state than
for the folded state. The progression is, however, markedly
non-monotonic (see Figure S4 in the Supporting Informa-
tion). This may be attributed to lack of convergence of pop-
ulation weights in 0.4 ms, but the possibility of non-monoton-
ically decreasing converged probabilities at particular tem-
perature intervals cannot be completely ruled out. Such be-
haviour has been observed for other systems,[9] and could be
due to the inability of the force field to reproduce system
properties at temperatures far from the parameterisation
temperature, or alternatively, could have a physical explana-
tion. Note that, in general, in the last 0.2 ms of the simula-
tion, the folding enthalpy of the system varies by a maxi-
mum of 1.5 kJmol�1 (2 kJmol�1 at 340 K, Figure 5B). As ex-
pected, at 298 K the exploration of the unfolded state occurs
at a much lower rate due to the dominance of the folded
conformation, thus making the convergence of this quantity
slow. In terms of folding enthalpies per kelvin, (DH350

FU/
350 K)�(DH310

FU/310 K)=�15L10�3 kJmol�1K�1. Although
this number is small, its sign may be considered significant
because the value is given per kelvin and the enthalpy, en-
tropy and free enthalpy changes upon folding are small for
this system (see below).

As expected, the probability of the folded state (PF,
Table 2) decreases with increasing temperature, although
again with a non-monotonic progression likely to be a result
of a lack of convergence. Figure 6 shows DGFU, which was
derived from PF by using Equation (10), as a function of
temperature and its evolution in the last 0.3 ms of the simu-
lation. The two panels indicate that differences between the
calculated DGFU values are not significant within the ranges
310 to 330 and 340 to 360 K. The slow increase of the fold-
ing free enthalpy, or slow decrease of the population of
folded structures, with increasing temperature agrees with

experimental data of a qualitative nature (CD spectra and
chemical shifts of the amino groups) over the same tempera-
ture range.[10]

By using Equation (9) (integration of the curve in Fig-
ure S4 in the Supporting Information from right to left) we
obtain values of (DG360

FU/360 K)�(DG298
FU/298 K)=7L

10�3 kJmol�1K�1 and (DG350
FU/350 K)�(DG310

FU/310 K)=5L
10�3 kJmol�1K�1 (7L10�3 and 4L10�3 kJmol�1K�1, respec-
tively, when calculated over only the first 0.2 ms). Thus, the
free enthalpy of folding per kelvin increases with increasing
temperature. A difference of 5L10�3 kJmol�1K�1 between
310 and 350 K means that the entropy must compensate the
counter affect of the enthalpy (�15L10�3 kJmol�1K�1, see
above) with �20L10�3 kJmol�1K�1. By using Equation (12),
the free enthalpy differences become (DG360

FU/360 K)�(DG298
FU/

298 K)=15L10�3 kJmol�1K�1 and (DG350
FU/350 K)�(DG310

FU/
310 K)=4L10�3 kJmol�1K�1 (18L10�3 and 3L
10�3 kJmol�1K�1, respectively, when calculated over only
the first 0.2 ms). The relative mismatch between the two sets

Table 2. Folding thermodynamic quantities.[a]

hTi
[K]

hViF
[nm3]

DhViFU

[nm3]
HF

[kJmol�1]
DHFU
d(DHFU)
[kJmol�1]

PF
dPF

297.8 61.98 0.02 �29230.0 �8.1
1.1 0.79
0.07
309.6 62.98 0.02 �28205.4 �9.3
1.1 0.48
0.16
319.6 63.86 0.03 �27333.6 �13.0
1.3 0.52
0.16
329.5 64.79 0.03 �26444.3 �11.7
1.1 0.49
0.12
339.5 65.76 0.03 �25542.5 �13.6
1.2 0.35
0.14
349.5 66.79 0.03 �24627.7 �15.9
1.2 0.35
0.15
359.5 67.89 0.03 �23693.7 �13.9
1.2 0.39
0.11

[a] Volumes (VX), enthalpies (HX) and probabilities (PX) have been cal-
culated over a set of 8L105 configurations of the system (1 per 0.5 ps),
previously classified as unfolded (U subscript) or folded (F subscript).
Enthalpies have been calculated by using Equation (4), with an average
pressure of 0.059 kJmol�1 nm�3 (see Table 1). Probabilities have been es-
timated by conformation counting. The calculation of errors is described
in the Experimental Section. Only the upper errors (sum of errors) are
shown for the folding enthalpies.

Figure 5. Variation of A) the folding volume (DhViFU = hViF�hViU) and
B) the folding enthalpy (DHFU =HF�HU) of the system in the last 0.3 ms
of the simulations at 298 (*), 310 (&), 320 (^), 330 (~), 340 (*), 350 (&)
and 360 K (^). DDhViFU(t’)= DhViFU(t’)�DhViFU(t=0.1 ms), DDHFU(t’)=

DHFU(t’)�DHFU(t=0.1 ms), in which DhViFU(t’) and DHFU(t’) are calculat-
ed by using the data for the time interval 0 to t’.
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of values obtained from Equations (9) and (12) reflects the
differences in the convergence properties of population
probabilities and associated enthalpies,[11] and also the lack
of an energy component in the criterion used to define the
similarity cutoff for clustering.

The change in the heat capacity of the system upon fold-
ing (per kelvin) is plotted in Figure 7 as a function of tem-
perature. The convergence problems already seen for the
enthalpy become obvious here (Figure S4 in the Supporting
Information). The integration of this curve gives the entropy
difference of DS350

FU�DS310
FU =�15L10�3 kJmol�1K�1 (�9L

10�3 kJmol�1K�1 when calculated over only the first 0.2 ms),
which is close to the expected value of �20L
10�3 kJmol�1K�1. This result indicates that, contrary to the
situation observed for the enthalpy, entropy is more favour-
able to folding at lower temperatures. In other words, the
entropy loss upon folding is larger the higher the tempera-
ture (the entropy of the unfolded state grows faster with
temperature than that of the folded state).

Finally, we note that differences between thermodynamic
quantities in the folded and unfolded states as defined
herein cannot be directly compared with those measured ex-
perimentally. This is because herein the distinction between
the F and U states is based on a conformational criterion
(RMSD from helix) applied to the simulation to partition
the ensemble into F and U conformers at one thermody-
namic state point, whereas in experiments folding is induced
by changing the thermodynamic state point (temperature,
co-solvent) and measuring average properties over the
whole conformational ensemble.

Contribution of interaction terms to folding : The contribu-
tion of different interaction (potential) energy terms to fold-
ing is given in Table 3. Internal (peptide) bonding interac-
tions, internal non-bonding interactions and solvent–solvent
interactions favour folding at all temperatures, whereas pep-
tide–solvent non-bonding interactions strongly disfavour
folding. Although this is not unexpected, it is remarkable
that the contribution of solvent–solvent interactions to fold-
ing is similar in magnitude to the contribution of the inter-
nal non-bonding interactions of the peptide. Due to exact

Figure 6. A) Folding free enthalpy (DGFU =GF�GU) as a function of tem-
perature and B) its variation in the last 0.3 ms of the simulations at 298
(*), 310 (&), 320 (^), 330 (~), 340 (*), 350 (&) and 360 K (^). DGFU cal-
culated from PF and PU (PU =1�PF, Table 2) by using Equation (10).
DDGFU(t’)=DGFU(t’)�DGFU(t=0.1 ms), in which DGFU(t’) is calculated by
using the data for the time interval 0 to t’. Error bars are given according
to Equation (28) and dPF from Table 2.

Figure 7. Folding heat capacity of the system at constant pressure
(DCpFU

=CpF
�CpU

) per kelvin as a function of temperature. Error bars are
given according to Equation (30) and the upper d(DHFU) values from
Table 2.

Table 3. Contribution of interaction terms to folding.[a]

hTi
[K]

DhEv,bpiFU

[kJmol�1]
DhEv,nbppiFU

[kJmol�1]
DhEv,nbpsiFU

[kJmol�1]
DhEv,nbssiFU

[kJmol�1]

297.8 �6.1 �58.4 97.8 �41.4
309.6 �7.4 �53.7 89.8 �37.6
319.6 �8.1 �68.4 113.3 �50.0
329.5 �7.4 �75.7 123.2 �51.6
339.5 �8.5 �73.8 117.4 �49.0
349.5 �8.8 �73.2 115.4 �49.0
359.5 �9.3 �77.2 121.3 �48.6

[a] Average interaction potential energies (Ev) have been calculated over
a set of 8L105 configurations of the system (1 per 0.5 ps), previously clas-
sified as U or F. Ev,bp = internal (peptide) bonding interactions, Ev,nbpp =

non-bonding internal interactions, Ev,nbps =non-bonding peptide–solvent
interactions and Ev,nbss =non-bonding solvent–solvent interactions.

www.chemeurj.org G 2008 Wiley-VCH Verlag GmbH& Co. KGaA, Weinheim Chem. Eur. J. 2008, 14, 5039 – 50465044

X. Daura et al.

www.chemeurj.org


statistical mechanical solvent–solvent enthalpy–entropy
compensation, that is, DHss =TDSss,

[12] the enthalpy change
due to solvent rearrangement upon folding is not a driving
force for this process.[13]

Conclusion

This study illustrates the combined use of MD simulation
trajectories and basic thermodynamic formulae for the in-
vestigation of the temperature dependence of fundamental
properties of molecular systems in equilibrium. More specif-
ically, we have investigated the temperature dependence of
the enthalpy, heat capacity, entropy and free enthalpy of a
system that consists of a b-heptapeptide in methanol and
have used analogous relationships to describe the folding/
unfolding equilibrium of the peptide. The results lead us to
the following conclusions:

1) The enthalpy, entropy and free enthalpy per kelvin of
the system increase with increasing temperature, which
indicates a progressive loss of interaction energy and
order.

2) The volume of the system in the folded state is very
slightly, but systematically, larger than that in the unfold-
ed state, which suggests a slightly more compact (larger
solvent-excluded volume) average peptide structure in
the folded state.

3) The enthalpy of the system is more favourable to folding
at the higher temperatures, which indicates that the loss
of interaction energy in the system with increasing tem-
perature is faster for the unfolded state than for the
folded state.

4) The entropy of the system is more favourable to folding
at lower temperatures, which indicates that the loss of
order in the system with increasing temperature is faster
for the unfolded state than for the folded state.

5) The folding entropy dominates the temperature depen-
ACHTUNGTRENNUNGdence of the folding free enthalpy. Thus, the change in
free enthalpy per kelvin upon folding increases with in-
creasing temperature.

6) Internal (peptide) bonding interactions, internal non-
bonding interactions and solvent–solvent interactions
contribute favourably to the enthalpy of folding at all
temperatures, whereas peptide–solvent non-bonding in-
teractions strongly disfavour folding.

7) The contribution of solvent–solvent interactions to the
enthalpy of folding is similar in magnitude to the contri-
bution of the internal non-bonding interactions of the
peptide.

Although none of these conclusions are completely unex-
pected, they illustrate the power of current molecular simu-
lation force fields and techniques in establishing the link be-
tween thermodynamic quantities and conformational states
and the energy–entropy compensation effects that dominate
polypeptide folding processes.

Experimental Section

Simulation setup : All simulations were performed by using the
GROMOS96 simulation software[14] and the GROMOS 43A1 force field
(including the methanol model).[14,15] b-Amino acid topologies were gen-
erated based on their a-amino acid equivalents.[3,16] A simulation at
298 K was started for a cuboidal periodic system that contained the b-
heptapeptide in its (M)-314-helical conformation (Figure 1) and 962 meth-
anol molecules at liquid density after energy minimisation. The setup of
this simulation has been described in detail elsewhere (simulation MDT1
in reference [16]). The simulation was performed by using periodic boun-
dary conditions, constant temperature and pressure (1 atm) and a twin-
range cutoff of 0.8/1.4 nm for non-bonded interactions. Simulations at
310, 320, 330, 340, 350 and 360 K were branched from the simulation at
298 K after 0.2 ns and the bath temperature was reset to the target tem-
perature in one single step. Each of the seven simulations spanned 0.4 ms.

Trajectory analysis : Trajectory coordinates and energies were stored
every 0.5 and 0.1 ps, respectively. Translational and rotational least-
squares fitting of structures and atom-positional RMSD were based on
all peptide groups (O-C-N-H atoms) and the Cb and Ca atoms of residues
2 to 5. The distinction between F and U structures was based on an
atom-positional RMSD criterion: an RMSD matrix (containing the
RMSD between every pair of structures) was calculated for 8L104 pep-
tide structures taken at regular intervals (5 ps) from the simulation at
298 K. The distribution of RMSD values was plotted (Figure S1 in the
Supporting Information) and the first minimum in the distribution
(0.1 nm) was taken as similarity cutoff. This cutoff was then used to per-
form a conformational clustering of all 8L104 structures (see refer-
ence [17] for a description of the clustering algorithm). The central
member of the most-populated cluster at 298 K ((M)-314-helical, Fig-
ure S2 in the Supporting Information) was taken as the reference folded
structure (for all temperatures). Subsequently, 8L105 system configura-
tions (1 per 0.5 ps) from each temperature were classified as F or U, de-
pending on the atom-positional RMSD between the structure of the pep-
tide in that configuration and the reference folded structure (�0.1 nm or
>0.1 nm, respectively).

Error analysis : The errors in absolute enthalpy values (dH, Table 1) were
calculated by using a block averaging method, with the correlation time
estimated from the statistical inefficiency (s) given by Equation (21),[18] in
which s indicates the standard deviation of a distribution, tall is the
number of time steps or system configurations used for the analysis and
from Equation (4) hEiall is given by Equation (22).

dH ¼ sðhEiallÞ ¼
�

s
tall

�1=2

sðEÞ ð21Þ

hEiall ¼ hhiþphVi ð22Þ

If the simulation trajectory is divided into nb blocks, each of which con-
tains tb time steps, the statistical inefficiency is defined by Equation (23),
in which s2(hEib) is given by Equation (24):

s ¼ lim
tb!1

tbs2ðhEibÞ
s2ðEÞ ð23Þ

s2ðhEibÞ ¼
1
nb

Xnb

b¼1

ðhEib�hEiallÞ2 ð24Þ

The statistical inefficiency is an estimate of the size at which the data
blocks become statistically uncorrelated (assuming Gaussian statistics).
Thus, for tb = s Equation (25) can be derived from Equations (21) and
(23).

sðhEiallÞ ¼
�

1
nb

�1=2

sðhEibÞ ð25Þ

For the calculation of errors in folding enthalpy values (d(DHFU),
Table 2) the following procedure was used: At each temperature, the s

Chem. Eur. J. 2008, 14, 5039 – 5046 G 2008 Wiley-VCH Verlag GmbH&Co. KGaA, Weinheim www.chemeurj.org 5045

FULL PAPERPeptide Folding Entropies and Free Enthalpies

www.chemeurj.org


value obtained in the calculation of the error in H (Table 1) was used to
define the data block size (tb = s, corresponding to a time length tb). The
E values (i.e., h+pV) within each data block were distributed into F and
U data blocks according to the peptide conformation. This generated nb

F

(nb
F � nb, tb

F � tb and variable through blocks, tb
F = tb) and nb

U (nb
U�nb,

tb
U�tb and variable through blocks, tb

U = tb) blocks. These two sets of
data blocks were then used to estimate the errors in HF and HU by using
Equation (25). Finally, a lower bound [Eq. (30), i.e., independent varia-
bles] and an upper bound (sum of errors, that is, dependent variables)
were calculated for the error in DHFU =HF�HU.

The errors in probability values (dPF, Table 2) were derived by block
averaging the number of folded configurations in each simulation. Thus,
the standard deviation (s) of the number of folded configurations was
calculated for blocks of 5, 10, 20, 25, 40, 50, 80 and 100 ns, and extrapo-
lated to 400 ns from the (initial) linear part of the curve that describes
the dependence of s on block size.

Propagation of errors was treated within the following general approach.
If Z= f(A), the relationship between dZ and dA is given by Equa-
tion (26):

dZ ¼ dZ
dA

dA ð26Þ

Likewise, if Z= f(A,B) and A and B are independent, then dZ is given
by Equation (27):

dZ ¼
��

@Z
@A

dA
�2

þ
�
@Z
@B

dB
�2�1=2

ð27Þ

The expressions given in Equations (28), (29) and (30) were then derived
for the errors in DGFU (Figure 6A), DHFU (Figure S4 in the Supporting
Information) and DCpFU

T�1 (Figure 7):

dðDGFUÞ ¼ RT
1

PFð1�PFÞ
dPF ð28Þ

dðDHFUÞ ¼ ½ðdHFÞ2þðdHUÞ2�
1=2 ð29Þ

dðDCpFU
Tb
�1Þ ¼ ½ðadðDHTa

FUÞÞ2þðða�gÞdðDHTb
FUÞÞ2þðgdðDHTc

FUÞÞ2�
1=2Tb

�1

ð30Þ

in which Ta, Tb, and Tc are defined in Equations (15), (16), and a and g

are given by Equations (31) and (32).

a ¼ 1
2ðTb�TaÞ

ð31Þ

g ¼ 1
2ðTc�TbÞ

ð32Þ
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